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Interobserver agreement (also referred to here as "reliability") is influenced by diverse
sources of artifact, bias, and complexity of the assessment procedures. The literature on
reliability assessment frequently has focused on the different methods of computing reli-
ability and the circumstances under which these methods are appropriate. Yet, the cre-
dence accorded estimates of interobserver agreement, computed by any method, presup-
poses eliminating sources of bias that can spuriously affect agreement. The present paper
reviews evidence pertaining to various sources of artifact and bias, as well as characteris-
tics of assessment that influence interpretation of interobserver agreement. These include
reactivity of reliability assessment, observer drift, complexity of response codes and
behavioral observations, observer expectancies and feedback, and others. Recommenda-
tions are provided for eliminating or minimizing the influence of these factors from
interobserver agreement
DESCRIPTORS: methodology, observational procedures, observational code, observer

bias, expectancies, feedback, reliability, artifact

A major feature of applied behavior analysis
is the assessment of a client's overt behavior. The
behavioral measures used are not usually stan-
dardized in the sense of traditional psychometric
assessment; hence, one cannot rely on the con-
sistency with which observations are made based
on the assessment device itself, given uniform
conditions of administration. Viscissitudes of
defining target behaviors, the nature of applied
settings, and conditions of observation require
demonstration that behaviors are consistently
recorded separately in each project. The well-
known concern for consistency and accuracy of
observations is expressed in the notion of "reli-
ability" in applied behavior analysis. Reliability,
as usually employed, refers to agreement be-
tween observers who independently score the
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same behavior of a subject. If the two observers
consistently show relatively high agreement, it is
assumed that the observations reflect the sub-
ject's performance relatively accurately.

Although accuracy of observations often is in-
ferred from interobserver agreement, accuracy
and agreement are not the same (cf. Bijou, Pe-
terson, and Ault, 1968; Johnson and Bolstad,
1973). Accuracy usually refers to the extent to
which observations scored by an observer match
those of a predetermined standard for the same
data. The standard is determined by other ob-
servers who reach a consensus about the data or
by constructing observational material, such as
videotapes or audiotapes, with predetermined be-
havioral samples (e.g., Mash and McElwee,
1974). Interobserver agreement reflects the ex-
tent to which observers agree on scoring behav-
ior. Usually, there is no firm basis to conclude
that the one observer's data should serve as the
standard, i.e., is accurate.
As usually discussed, accuracy and interob-

server agreement both involve comparing the
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observer's data with some other source. They
differ only in the extent to which the source of
comparison can be entrusted to reflect the actual
behavior of the subject.2 Although accuracy and
agreement are related, they need not go together.
For example, an observer may observe accu-
rately (relative to pre-established standard) but
show low interobserver agreement (with another
observer whose observations are quite inaccu-
rate), or observe inaccurately (in relation to the
standard) but show high interobserver agree-
ment (with another observer who is inaccurate
in an identical fashion).

Applied behavior analysis investigations usu-
ally assess interobserver agreement and assume
that agreement reflects accuracy. Interobserver
agreement is often considered adequate if it
meets a prespecified level of agreement. Per cent
agreement, one of the more commonly used mea-
sures, that reaches 70% or 80% often is consid-
ered satisfactory.3 Yet, stressing the quantitative
aspects of reliability ignores several assessment
characteristics that dictate the meaningfulness of
any agreement estimate. These include reactivity
of reliability assessment, observer drift, complex-
ity of the responses, information, expectancies,
and feedback conveyed to the observers, and oth-
ers. The present paper describes the characteris-
tics and source of bias of reliability assessment,
reviews the relevant research, and provides rec-
ommendations to minimize possible sources of
bias.

2As with the term "reliability", "accuracy" prob-
ably is a misnomer in applied behavior analysis. The
term implies that the standard of observation used as
a criterion is correct and without error. Yet, consen-
sual agreement often is used as the standard and may
not reflect "true" performance.

3A quantitative criterion is difficult to invoke, in
part, because the manner in which agreement should
be defined and which of the available descriptive sta-
tistics for computing reliability should be used are un-
resolved (Hartmann, 1976; Hawkins and Dobes,
1975; Hawkins and Dotson, 1975.) The criterion for
adequate agreement also depends on such diverse fac-
tors as the variability and rate of the observed behav-
iors, the number of different response codes scored,
and the strength of the intervention.

Reactivity of Reliability Assessment
Nature of the problem. Interobserver agree-

ment usually is checked periodically during an
investigation. Typically, the observers are aware
when their observations are checked, either be-
cause another observer enters the situation or
because they observe the same client rather than
different clients on these occasions. Research has
shown that observer awareness of reliability as-
sessment influences the observations.

Reid (1970) evaluated the effects of observer
awareness that accuracy was being checked. Ob-
servers rated videotapes of parent-child interac-
tion first when they were told that their observa-
tions were being compared to a standard and
later when they were told that there was no stan-
dard. In fact, agreement with the standard was
calculated for both sets of observations. Observ-
ers showed substantially higher accuracy when
they thought that their observations were going
to be checked. Indeed, when observers did not
believe their observations were to be checked,
their agreement with the criterion immediately
dropped by approximately 25 percentage points.
Although the results could have resulted from
the order in which reactivity conditions were
presented, subsequent studies have obtained sim-
ilar findings.

Romanczyk, Kent, Diament, and O'Leary
(1973) found that interobserver agreement was
higher when observers believed that an individ-
ual observing with them was assessing reliability
than when they believed the person was not as-
sessing reliability. Differential accuracy of the
data as a function of awareness also was sug-
gested. Observers recorded 20% less disruptive
student behavior when they were unaware,
rather than aware, that interobserver agreement
was assessed. Other studies also have demon-
strated the influence of observer awareness that
observations are being checked on accuracy
and interobserver agreement (Kent, Kanowitz,
O'Leary, and Cheiken, 1977; Kent, O'Leary,
Diament, and Dietz, 1974; Taplin and Reid,
1973).
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Awareness of whose observations serve as the
standard for comparison also influences agree-
ment. Romanczyk et al. (1973) found that an
observer's performance was influenced by know-
ing who the other observer was during a reliabil-
ity check. Two assessors whose observations were
used as the standard were trained to score behav-
iors differently. For example, in scoring the cate-
gory "vocalization" for a child, one assessor
scored the softest vocalization possible, while the
other scored only loud vocalizations. Observers
were trained by and communicated with each as-
sessor, thereby learning their idiosyncratic pat-
terns. When the observers were checked with
each assessor after training, they markedly
shifted their scoring criteria.

Recommendations. The above research sug-
gests that knowledge of reliability assessment
and the identity of the reliability assessor affects
interobserver agreement. Awareness of assessing
agreement as a source of bias can be handled in
several ways. The problem of observer aware-
ness stems partially from conducting reliability
checks under different conditions (reactive con-
ditions) from those typically used to obtain the
data (nonreactive conditions). This problem can
be ameliorated in part by standardizing the con-
ditions for reliability and nonreliability assess-
ment. If observers believe that their behavior is
not being monitored, these conditions should be
maintained during reliability checks. Thus, reli-
ability checks should be unobtrusive or covert.
Alternatively, observers could be led to believe
that all of their observations are being moni-
tored. Indeed, this approach would appear ad-
vantageous because observers tend to be more
accurate when they believe their agreement is
assessed (Reid, 1970; Taplin and Reid, 1973).

It may be difficult to lead observers to believe
that their behavior is always being checked.
Covert reliability assessment may be needed.
One suggestion for conducting covert reliability
assessment is to have individuals score the be-
havior of different target subjects simultaneously
in a group of subjects. In some of the intervals,
the same subjects might be observed, although

this would not be divulged to the observers.
Comparisons of overlapping observations would
provide an unobtrusive measure of reliability
(O'Leary and Kent, 1973). In practice, these
procedures may not be unobtrusive, due to inter-
observer communication or to events associated
with the individual being observed. Observers
may realize that they are assessing behavior of
the same individuals simultaneously. Another
solution is to have an experimenter covertly
check reliability throughout the program, as for
example, through a one-way mirror, although
this may not be feasible in many naturalistic
settings.

The problem of observer knowledge of iden-
tity of the reliability assessor may be resolved by
controlling the communication of the assessor
and observer so that they do not learn idiosyn-
cracies of each other's recording. More elaborate
solutions are available, such as conducting reli-
ability checks from videotapes of select sections
previously recorded by the observer. The assessor
never has contact with the observer. Finally, sev-
eral different assessors could be used so that an
observer cannot readily learn the idiosyncratic
patterns of any particular assessor.

Observer Drift
Nature of the problem. During training, ob-

servers usually receive extensive instruction and
feedback regarding accuracy and interobserver
agreement. Training is designed to ensure that
observers adhere to the definitions of behavior
and record behavior at a consistent level of ac-
curacy. Once mastery is achieved, it is assumed
that observers continue to apply the same defini-
tions of behavior and record accurately. How-
ever, recent evidence suggests that observers
"drift" from the original definitions of behavior
(e.g., Kent et al., 1974, 1977; O'Leary and Kent,
1973; Reid, 1970; Reid and DeMaster, 1972;
Taplin and Reid, 1973; Kent, Note 1). Drift re-
fers to the tendency of observers to change the
manner in which they apply the definitions of
behavior over time.
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Drift may not necessarily be reflected in inter-
observer agreement. If observers consistently
work together and communicate, they may de-
velop similar variations of the original response
definitions (O'Leary and Kent, 1973). Thus,
high levels of interobserver agreement can be
maintained while accuracy has declined. In some
reports, drift is revealed by comparing interob-
server agreement within a given subgroup of ob-
servers who constantly work together with
agreement across subgroups of observers who
have not worked together (Kent et al., 1974,
1977). Over time, subgroups may modify codes
differently, which can be detected as differential
within- and between-group interobserver agree-
ment.

Modifications of the codes across observers
may make observations from different observers
incomparable. If subgroups of observers differ
across experimental conditions, as might be the
case for observations in a between-group design
(e.g., across different classrooms or homes), re-
sponses across groups cannot be meaningfully
compared because they may not reflect common
behavioral definitions. For within-subject de-
signs, the data from a given set of observers or
even for a single observer in one phase may not
be directly comparable with data in earlier or
later phases, due to observer drift.

Recommendations. Drift might be controlled
by continually training all observers together as
a unit throughout an investigation. Observers
could periodically meet as a group, rate behav-
ior, perhaps from videotapes, and receive imme-
diate feedback on the accuracy of their observa-
tions relative to a predetermined standard. It is
important to control drift by having access to
observational data with an agreed upon stan-
dard. Otherwise, high levels of agreement might
only reflect adjusting observations to meet the
criteria of a familiar reliability assessor, rather
than correctly applying the codes (Romanczyk
et al., 1973). Periodic retraining may limit the
overall and differential loss of accuracy among
observers. Of course, reactive retraining situa-
tions may delimit the generality of training so

that behavior in the actual observation situation
is not affected.

Drift might be controlled by videotaping the
subject's behavior across sessions and by having
observers score the tapes in a random order at
the end of the study. Drift would not differenti-
ally influence data across phases. Unfortunately,
taping sessions and observing behavior at the
end of a project usually is time consuming and
expensive. Also, ongoing data may be needed
during the project to determine whether the ex-
perimental design or the intervention has to be
altered in response to client behavior (Kazdin,
1977). Yet, taped samples of behavior could be
compared with actual observations during select
sessions partially to assess drift over time.

Drift might also be assessed or controlled by
periodically bringing in newly trained observers
to assess interobserver agreement during a proj-
ect (O'Leary and Kent, 1973; Skindrud, 1973).
Comparison of newly trained observers with ob-
servers who have continuously participated in
the project can reveal whether the codes are ap-
plied differently over time. Differences between
newly trained and experienced observers might
simply reflect differences in the training proce-
dures or in proficiency in applying the codes ac-
curately, rather than modifications in applying
the codes per se. Yet, any systematic alterations
over time, including changes in proficiency, re-
flect observer drift.

Complexity of the Observational Coding
System and Behaviors Scored

Nature of the problem. Complexity of the
coding systems and behavior can refer to differ-
ent characteristics of assessment. First, complex-
ity can refer to the number of different response
categories of an observational coding system.
Systems with more categories are more complex
than those with fewer categories. Second, com-
plexity can refer to the number of different be-
haviors that are scored within a particular obser-
vational system on a given occasion. For a given
observational system, more complex observa-
tions refer to those sessions in which a relatively
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high proportion of different codes are scored rel-
ative to all of the codes available.4

The influence of complexity, defined as the
number of response categories of an observa-
tional system, has been investigated by Mash and
McElwee (1974), who trained observers to score
dyadic taped verbal interaction using either four
or eight response categories. Because the interac-
tions were preprogrammed and known in ad-
vance, observer accuracy could be assessed. Ob-
servers using the four-category system showed a
higher level of accuracy than did observers using
the eight-category system. Thus, the number of
response categories in an observational system
influences observer accuracy.

Complexity, defined as the proportion of be-
havioral codes that are actually recorded in a
given session, also has been shown to affect
agreement. Taplin and Reid (1973) and Reid
(Note 4) found that interobserver agreement
and the number of different (nonrepeated) codes
used were negatively correlated (r = -0.5 2,
r -0.75, respectively). Similarly, using two
sets of data, Skindrud (Note 6) found that inter-
observer agreement was positively related with
percentage of similar (repeated) behavioral in-
teractions (r = +0.5 3 and +0.65). Thus, the
greater the diversity of behaviors scored within
a given observational system, the lower interob-
server agreement.

4Complexity also might be defined as the number
of individuals who are observed in a given study
(analogous to the number of response codes) or as
the proportion of individuals who are observed on a
given day relative to all those possible (analogous to
the proportion of response categories used). Thus, ob-
serving several individuals might be considered more
complex than observing fewer individuals. And, scor-
ing the behavior of relatively more individuals on a
given day would constitute a more complex assess-
ment. A differential number of individuals might be
scored if the observation system focuses on a particu-
lar behavior in a group situation (e.g., a class) inde-
pendently of who performs that behavior. The pro-
portion of individuals observed of the total number
available might be a measure of complexity. Measures
of complexity based on the number of subjects ob-
served have not been evaluated in the context of
reliability assessment.

As discussed earlier, interobserver agreement
and accuracy are greater when two observers are
aware that their observations are being checked.
Interestingly, complexity of the observations
within a given observational system seems to
vary systematically with observer awareness of
reliability assessment. Reid (Note 3) found that
complexity of observations was lower during the
sessions that reliability was checked than during
adjacent unchecked observation sessions (cf.
Jones, Reid, and Patterson, 1975). Apparently,
when observers overtly participate in a reliability
check, they may score behaviors more conserva-
tively than when their observations are unmoni-
tored. Given the negative correlation between
complexity of observations and interobserver
agreement or accuracy, the reduced complexity
of observations during monitored reliability ses-
sions may account for the increased interob-
server agreement during these sessions.

Related research has examined the influence
of the predictability of behavior on accuracy. Be-
haviors may be performed in sequence so that
they are highly predictable (one behavior tends
to be followed by other behaviors), or in no par-
ticular sequence so that they are unpredictable
(one behavior is not necessarily followed by
other behaviors). Mash and McElwee (1974)
constructed different audiotapes with verbal in-
teractions that differed in predictability. Gener-
ally, observing predictable versus unpredictable
behavior did not lead to differential accuracy in
scoring behavior during training. However,
when observing new stimulus material, a history
of observing predictable behavioral sequences
led to decrements in observer accuracy, whereas
a history of observing unpredictable sequences
led to increments in accuracy. Thus, observers
trained in a given situation where behavioral
codes are scored in a relatively unpredictable se-
quence more readily adapt to new situations
than individuals exposed to predictable behav-
ioral sequences.
Mash and Makohoniuk (1975) replicated and

extended the previous study and demonstrated
that observers with a history of scoring predict-
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able rather than unpredictable responses made
more of perseverative errors when scoring new
observational material. Also, providing subjects
with an instructional set to see a pattern in the
data, i.e., by noting that certain response catego-
ries are likely to follow other response catego-
ries, led to lower recording accuracy than a set
specifying no pattern in the data. Looking for a
pattern increased the frequency of not scoring
behaviors that occurred (i.e., omission errors).

There are important implications for the in-
fluence of complexity and predictability for in-
terpreting estimates of interobserver agreement.
Initially, reliability estimates of a given percent-
age or correlation level must be viewed in rela-
tion to the complexity of the observation system.
Agreement estimates for a given category within
an observation system might be influenced by
the number of other categories that are scored
or can be scored.

Second, observations for a given observational
system may vary in complexity and predictabil-
ity over time. Categories for a given observation
system may be differentially utilized over time.
Indeed, a larger or smaller proportion of differ-
ent codes may be systematically confounded with
experimental conditions. For example, as the in-
tervention begins to affect behavior, the number
of different coded entries may decrease (e.g., for
disruptive behaviors) or increase (e.g., for proso-
cial behaviors). In such cases, changes in fre-
quency of several categories and the overall pro-
portion of different categories used would be
confounded with the presentation and with-
drawal of the intervention. Thus, for a given
observational system in a single experiment, in-
terobserver agreement estimates of equal magni-
tude for a given behavior may not be equally
meaningful across phases. Even if the same num-
ber of coded entries are used across phases, be-
haviors may be differentially predictable. The
behavior of the subject is likely to become more
predictable and, indeed, more homogeneous in
general during the intervention when target
responses are systematically consequated than
during the nonintervention phases when conse-

quences may be allowed to vary unsystemati-
cally.

The problems of complexity and predictabil-
ity may apply to the specific subjects observed.
Subjects in a given experiment may vary in the
complexity of behavior (i.e., the number of dif-
ferent data entries made). Interobserver agree-
ment based on data from a particular subject can
over- or underestimate the agreement obtained
from observation of another subject (Reid, Skin-
drud, Taplin, and Jones, Note 5).

Recommendations. Specific recommendations
cannot be made for each form of complexity.
Certain assessment characteristics are dictated by
the nature of the investigation. For example, the
number of codes employed in an observational
system usually is controlled by the client's be-
havior and goals of the project. Similarly, com-
plexity of observations scored within a given
system are controlled by the behavior of the
client. The influence of complexity within an
observational system on interobserver agreement
can be controlled by assessing agreement across
all phases of an investigation and across all sub-
jects, or at least a large sample of subjects, to
ensure that agreement is not confounded with
complexity.

Because of the consistent relationship between
complexity of the observations (i.e., the propor-
tion of different codes used for a given observa-
tional system), some investigators have proposed
that interobserver agreement routinely take com-
plexity into account (Reid et al., Note 5). Spe-
cifically, these investigators proposed that per-
centage agreement and complexity (defined as
the percentage of nonrepeated code entries)
should be multiplied for a given reliability ses-
sion. The resulting proportion provides a profi-
ciency score. Use of this score protects against
obtaining high levels of interobserver agreement
due to a session of relatively low complexity.

The data on complexity have clear implica-
tions for observer training. Occasionally, observ-
ers repeatedly score the same stimulus material
(e.g., from videotapes) until a criterion level of
agreement or accuracy is achieved. Then, they
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are permitted to begin observations in the actual
situation. During training, observers eventually
may be able to predict the sequence of behaviors
on the training stimuli. Accuracy or agreement
obtained during training may overestimate post-
training reliability when the observational sam-
ples are less familiar, more complex, and less
predictable. The materials used in training ob-
servers should vary so that observations are not
predictable. Also, because reliability and com-
plexity of observations are related, high levels of
interobserver agreement should be established
for relatively complex observations for a given
observational system. If complex observational
stimuli are used during training, interobserver
agreement is likely to estimate agreement con-
servatively during actual data collection, where
complexity is allowed to vary.

Observer Expectancies and Feedback
Nature of the problem. Another potential

source of bias is the expectancies of the observers
regarding the subject's behavior and the feed-
back observers receive from the experimenter in
relation to that behavior. Several studies suggest
that observers who look for behavior change are
more likely to find it (e.g., Azrin, Holz, Ul-
rich, and Goldiamond, 1961; Scott, Burton, and
Yarrow, 1967).

Recent investigations using behavioral assess-
ment methods commonly employed in applied
behavior analysis have examined observer ex-
pectancies. Kass and O'Leary (Note 1) told some
observers that disruptive child behavior would
increase and told others that it would decrease
during treatment. All individuals observed the
same classroom videotapes, which showed a de-
crease in disruptive behavior during treatment.
In general, observers who expected a decrease
recorded a greater reduction in some disruptive
behaviors than those who expected an increase.
Unfortunately, differential observer drift across
groups, evident even in baseline, could have ac-
counted for the results.

Kent et al. (1974) told some observers that
disruptive behavior would decrease and told oth-

ers that it would not change from baseline. The
data on videotape in fact showed no change in
disruptive behavior across phases. Overall, ex-
pectancies did not influence observer recordings.
But when observers were asked to characterize
the effect of the program on a questionnaire,
their evaluation reflected the expectancy of the
experimenter. Similarly, Skindrud (Note 6)
found that informing observers of the experi-
mental treatments did not bias the results of be-
havioral observations. Also, Redfield and Paul
(1976) found that behaviors expected to change
by observers were not influenced by these expec-
tations on observational data. Overall, these re-
sults suggest that behavioral observations are not
readily altered by observer expectancies.

Expectancies combined with feedback from
the experimenter can influence observer per-
formance. O'Leary, Kent, and Kanowitz (1975)
led observers to believe that a token economy
(treatment) would alter disruptive behavior on
videotapes of children in a classroom. Actually,
tapes of baseline and treatment were matched
for disruptive behavior and no treatment was
given. The experimenter provided positive com-
ments (approval) of the observers' data if a
reduction in the target behaviors was scored dur-
ing the "treatment" phase, and negative com-
ments (disappointment) if no change or an
increase in the target behaviors was scored. In-
structions to expect change and feedback for
scoring reductions in target behaviors biased the
data. Interestingly, child responses that observers
were told would not change did not change
during the experiment. Thus, expectancies and
feedback about the effect of treatment exerted
specific effects on the data.

Recommendations. The above research sug-
gests that expectancies alone are not likely to in-
fluence behavioral observations unless some
feedback also is provided. Presumably, feedback
may be given by the experimenter or even be
obtained by the observers from the data they are
collecting. Thus, controlling expectancies and
feedback may be difficult. Observers can readily
detect interventions that require change in the
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environment (e.g., delivery of tokens, use of
timeout) and are alerted to the desired thera-
peutic effects. Observer expectancies for change
might be controlled by periodically bringing in
new observers who are unfamiliar with the rein-
forcement history of the client or behavior
change that has been achieved.

Another solution might be to videotape sam-
ples of performance throughout phases of the
experiment. Ratings of the tapes in random or-
der could provide a standard against which ob-
servations used in the study could be compared.
Observer accuracy could be assessed to determine
whether observers in the actual situation and
familiar with the clients and interventions sys-
tematically differed in their observations across
phases.

The problems of providing observers with ex-
plicit feedback are somewhat more easily con-
trolled than expectancies. Obviously, experi-
menters should not and probably do not usually
provide feedback to observers for directional
change in client behavior. Any feedback given
to observers should be restricted to the accuracy
of their observations, rather than for changes in
the client's behavior.

Additional Influences on Reliability Assessment
The above factors do not necessarily exhaust

the possible procedural influences that need to
be considered when interpreting estimates of
accuracy and interobserver agreement. Other
variables that might influence interobserver
agreement have been explored. For example,
Taplin and Reid (1973) attempted to show that
observer accuracy is partially determined by the
status of the experimenter. Observers trained
with a high-status experimenter (university pro-
fessor) showed lower accuracy estimates than did
observers trained by lower-status experimenters
(graduate students). Regrettably, only one ex-
perimenter served in the high-status condition
and, thus, individual experimenter characteristics
were confounded with status. Yet, research on
experimenter characteristics appears to warrant
additional scrutiny.

The individuals who compute interobserver
agreement may influence reliability estimates.
For example, Kent et al. (1974) found that ob-
server agreement tended to be higher when com-
puted by observers than by the experimenter.
Similarly, O'Leary and Kent (1973) found that
higher estimates of interobserver agreement
were obtained when observers were allowed to
score behavior and calculate reliability without,
rather than with, the supervision of an experi-
menter. Although calculation of data by individ-
uals who participate in a project is not neces-
sarily biased (Rusch, Walker, and Greenwood,
1975), as a precaution, those who compute the
data should not be the same individuals as those
who calculate and evaluate the data.

CONCLUSION

The above overview described major charac-
teristics and sources of bias that need to be con-
sidered when evaluating reliability estimates.
Essentially, the characteristics describe only
some of the major conditions that may influence
the interpretation of reliability. Interobserver
agreement and accuracy can be viewed as target
behaviors in their own right that are a function
of a variety of variables. These include charac-
teristics of the observational system, characteris-
tics of the experimenter, observer, and client,
methods of scoring behavior, the nature and
duration of observing training, situational and
instructional variables during assessment of re-
liability, the pattern of client behavior, concur-
rent observation of stimulus and consequent
events, and so on. Generally, current research
has only begun to evaluate these variables and
supports the contention that agreement is multi-
ply-determined.

Because the data obtained in a given investi-
gation depend on diverse factors in addition to
the specific responses of the client, some investi-
gators (Jones et al., 1974; Mash and McElwee,
1974) have advocated that the reliability of be-
havioral observations be conceptualized from
the standpoint of generalizability theory (Cron-
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bach, Gleser, Nanda, and Rajaratnam, 1972).
Generalizability theory extends the notion of re-
liability so that generalizability of observations
across different conditions within an investiga-
tion can be assessed. The extent to which obser-
vations in a study vary across facets or dimen-
sions (e.g., observers, occasions, phases, etc.) can
be studied, and the generalizability of the data
across different levels of these facets can be eval-
uated directly. An advantage of studying gen-
eralizability is that it simultaneously examines
the contribution of diverse characteristics of as-
sessment to the data. Also, the theory of gen-
eralizability emphasizes the relative nature of re-
liability, viz., that there is no reliability for a
given assessment method, but rather an infinite
number of reliabilities that are a function of the
range of assessment conditions.

While the research reviewed in the present
paper strongly suggests that diverse sources of
bias and characteristics of assessment influence
reliability estimates, the generality of many of
the specific conclusions must be made cautiously.
Many of the investigations were laboratory ana-
log studies and approach only some of the con-
ditions present in naturalistic settings. For ex-
ample, in some studies the duration of observer
training was brief relative to the training used
for many applied studies (Mash and McElwee,
1974; Reid, 1970); the observers were paid vol-
unteers or subjects fulfilling experimental credits
for a course and were not necessarily screened
for their competence (Mash and McElwee,
1974; Taplin and Reid, 1973); also, the codes
included multiple behaviors (e.g., over 30 cate-
gories), rather than the few that are more com-
monly studied (Reid, 1970). Also, in a few stud-
ies, conditions are designed to maximize bias and
artifact such as intentionally giving reliability
assessors different behavioral definitions, permit-
ting observers to calculate their agreement, and
encouraging interobserver communication (Kent
et al., 1974; Romanczyk et al., 1973). Yet, this
area of research cannot be discounted on the
grounds of frequent reliance upon analog studies
for at least two reasons. First, some studies have

employed observers trained for extended periods
and have used observational codes evaluated in
many applied investigations (e.g., Romanczyk
et al., 1973). Second, while analog studies al-
ways raise questions about the generality of the
findings, the consistency of the sources of bias
revealed by the studies reviewed in the present
paper presents a convincing demonstration of
the importance of bias. In light of the specific
characteristics and sources of bias associated with
assessing interobserver agreement, any estimate
of agreement must be qualified by the specific
conditions of assessment. Research needs to es-
tablish the ideal conditions under which agree-
ment can be assessed and the effects of deviation
from these conditions in applied settings.
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